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Abstract The idea behind Cloud Computing is to deliver InfrastruetuPlatform-
and Software-as-a-Service (IaaS, PaaS and SaaS) oveltéheetnon an easy pay-
per-use business model. The Hochschule Furtwangen Uitiwé=U) is running
their own private cloud infrastructure, called Cloud Isfracture and Application
CloudIA. The targeted users of the CloudIA project are HFU staff andets run-
ning e-Learning applications, and external people foratmitation purposes. There-
fore, in this paper, we introduce our work in building a ptesgloud. More specifi-
cally, this paper shows how our cloud offerings in each ofdloeid service models,
i.e. laaS, PaaS and SaaS, address the requirements anadheddsarning and col-
laboration in an university environment.

Keywords cloud computing, dynamic VM creation, Shibboleth, PaaBearning

1 Introduction

Although Cloud Computing is a popular trend, it is difficult get a clear defini-
tion of it. lan et al. [1] discuss the basic concepts of Clowmhputing and show
the differences compared to Grid Computing. The key of ClGachputing lies in its

component-based nature, i.e. reusability, substitutalpd.g. alternative implementa-
tions, specialized interfaces and runtime component cephents), extensibility, cus-
tomizability and scalability [2]. In addition, Armbrust at [3] give a good overview
of Cloud Computing by highlighting obstacles and proposegeral opportunities
to solve them.

1: Department of Computer Science
Hochschule Furtwangen University, Germany
E-mail: {frank.doelitzscher, anthony.sulistio, david.wa®hs-furtwangen.de

2: Information and Media Centre
Hochschule Furtwangen University, Germany
E-mail: {christoph.reich, hendrik.kuijs@hs-furtwangen.de



From our point of view, Cloud Computing delivers Infrastwre-, Platform-, and
Software as a Service (laaS, PaaS, and SaaS) on a simplepagebasis. For
small- and medium-sized enterprises (SMEs), Cloud Comgutinables them to
avoid over-provisioning of IT infrastructure and trainipgrsonnel. Thus, SMESs can
take advantage of using a cloud when the IT capacity needs tndoeased on the
fly. Typically, more resources are needed for services ttegailable only for a
certain period. For example, AF83, a company specializirgpcial networking and
live web solutions, uses Amazon IT infrastructure to deli@dive concert via the
web and mobile devices [4]. The concert attracted 7,000 Isameous users. By us-
ing Cloud Computing, AF83 avoids purchasing new hardwar¢hig special event,
and delivers this successful event in a short amount of time.

For companies with large IT infrastructure, such as Amazuh@oogle, becoming
a cloud provider allow them to offer their resources to SM&sdual on pay-as-you-go
and subscription models, respectively. Because not aliceer need the full resources
at the same time for a long period of time, these companiestdbumse and lease their
existing infrastructure with a relatively small cost. Henthey can reduce the total
cost of ownership (TCO) and increase hardware utilizatgjn [

In a typical university scenario, PC labs and servers areemnutilized during the
night and semester breaks. In addition, these resourcemdrigh demands mainly
towards the end of a semester. Moreover, Cloud Computinglsarbe used to sup-
port e-Learning services [5] [6] [2]. With the aforementaimotivations and scenar-
ios, the Hochschule Furtwangen University (HFU) acknogtsithe potential ben-
efits of Cloud Computing. As a result, HFU establishes a nesjept called Cloud
Infrastructure and Application (CloudIA).

The targeted users of the CloudIA project are HFU staff andesits running e-
Learning applications, and external people for collaborapurposes. Therefore, in
this paper, we introduce our work in building a private clohtibre specifically, this
paper shows how our cloud offerings in each of the cloud sermiodels, i.e. laaS,
PaaS and SaaS, address the requirements and needs of ey @achcollaboration
in an university environment.

The rest of this paper is organized as follows. Section 2igesvsome related work,
whereas Section 3 explains the CloudIA infrastructuretiSed shows the potential
usage of the CloudlA project by providing laaS to HFU studemtd staff. Section 5
and Section 6 present PaaS and SaaS use case scenarios iesfiedtively. Finally,
Section 7 concludes the paper and shows future work.

2 Related Work

Dong et al. [5] proposes the use of cloud computing as a basaddern e-Learning
applications. Hence, these applications can leveraged domputing for dynamic
assignable storage and compute resources. To realizévjbidive, the paper presents
a general and simple architecture with ad-hoc modules, asahonitoring, policy
and provision. However, no concrete implementations ahdarning scenarios are
presented in [5]. The CloudIA offerings, presented in thépgr, demonstrate the
feasibility of cloud computing for e-Learning services.dddition, the CloudIA ar-



chitecture (to be discussed in Section 3) addresses otlperiant functionalities for
enabling an e-Learning ecosystem in the cloud, such asrtigaton and integration
with existing IT infrastructure, creation of customized@emand virtual machines,
and integration with a public cloud provider, e.g. Amazon.

BlueSky cloud framework [6], developed by Xi'an Jiaotongivémsity (China), en-
ables physical machines to be virtualized and allocatedesnand for e-Learning
systems. The BlueSky framework has similar architectiagéds as the CloudIA
project, such as layers dealing with physical resourcesjgioning, monitoring, and
user interface. However, the BlueSky framework does nat asecurity layer, unlike
the CloudlA architecture. Security plays a major role inwgirg) user access policies,
and enabling a trust of federation among education prosided users, as mentioned
in Section 6.2. In addition, the BlueSky framework only feea on delivering laasS,
whereas the CloudIA project offer laaS, PaaS and SaaS.

Virtual Computing Laboratory (VCL) [2], developed by Nor@arolina State Uni-
versity (USA), enables students to reserve and accesairtachines (VMs) with
a basic image or specific applications environments, sudfiasdlab and Autodesk.
While VCL manages also physical computing hardware, the @lfoyroject con-
centrates on virtual machines. Therefore, our work doesi@etl any specific server
hardware or blade centers as a computing base. Furtherm@itedoes not offer
collaboration features, like CollabSoft (see Section 8JL\bffers (laaS and PaaS)
platforms which could then be used to host collaboratiotesys (SaaS) on top of it.

Snow Leopard Cloud [7] provides PaasS for North Atlantic Tygarganization (NATO)
to run its various military exercises and mission eventaddition, Snow Leopard is
used to run web 2.0 applications, such as video telecordergnvoice over IP, and
remote management, over handheld devices and terminalBnéws Leopard Cloud
is targeted towards military usage, it has a multi-levelusiég and the network in-
frastructure is encrypted. In the CloudIA project, highvpdy and security standards
are respected by using a single-sign on approach, whers loggn once to access
various services.

In a business environment, the RESERVOIR project [8] prep@modular and ex-
tensible architecture to support federation of cloud mexs. In the RESERVOIR

model, the providers are independent and clearly sepanatiedwo roles, i.e. ser-

vice and infrastructure. The service providers offer Sadf®reas the infrastructure
providers offer laaS. In contrast, our work does not havedistinction, since HFU,

as a cloud provider, can offer both laaS and SaaS. Moredwemain focus of our

work is to build a private cloud on an existing infrastrueturhus, federation of cloud
providers is considered as a secondary objective.

The Google App Engine [9] provides a Java web framework.haised on the servlet
container Jetty and BigTable for data storage. Applicatiamitten for Google App
Engine are scaled automatically by Google. Similaritigh&oServiet Container Plat-
form (SCP) in Section 5 are the uses of servlets. For the datage CloudIA uses
MySQL. The advantage of SCP is the complete support of theskestandards (e.qg.
Servlet 2.5 and JSP 2.1). Hence, existing servlet appdicatio not have to be rewrit-
ten, since they use a SQL-compatible database, instead ajl&® BigTable. The
disadvantage is not as scalable as Google applications.
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Fig. 1 Overview of the HFU's private cloud architecture CloudIA.

3 Private Cloud Architecture - CloudIA

To harness the potentials of Cloud Computing for internalges at the university,
the Cloud Infrastructure and Application (CloudIA) prdjieas been established. The
main objective of this project is to build a private cloud fbe purpose of creating
on-demand infrastructures and running e-Learning apics, such as Servlet Con-
tainer Platform (see Section 5) and on-demand Collaber&uftware (CollabSoft)
(see Section 6).

The CloudIA project is a joint collaboration between IT (IMand Computer Sci-
ence (CS) departments of HFU. IMZ has a role in maintainingéivices in HFU
and providing e-Learning services to HFU staff and studeftsis, IMZ plays an
important role in integrating CloudIA offerings into exigg HFU's IT infrastructure.
Figure 1 shows a general overview of our HFU's private clowthidecture that builds
on top of an existing hardware infrastructure. It considtshoee computer pools
(PC Pool , Resear ch Pool andServer Pool), that are located at different
locations and use separate IP subdomains within the uititefee PC Pool has
18 computers with Ubuntu operating system (OS) and KVM [1b8falled, whereas
the other pools have Debian OS and Xen [11] configured PandSer ver pools
are used by students and staff for teaching purposes dumenday. In contrast, the
Resear ch Pool is used for research and development purposes.

The pools are managed by a CloudIA's Cloud Management Sy&&Ms$), as shown
in Figure 2. The CMS is divided into several layers for exiieitity and maintainabil-
ity. However, theMonitoring and Management andSecurity components are incorpo-
rated across all layers to ensure high reliability and sstgervices. The descriptions
of each layer are as followed:
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Fig. 2 Cloud Management System of CloudIA.

— User Interface Layer: This layer provides various access points to users and/or
administrators of the CMS in accessing our cloud system.

— Business Layer:This layer aims to regulate resource supply and demanddhrou
the use of economy and Service-Level Agreements (SLA). tlitiad, this layer
enables users to reserve VMs in advance and manage theinpexévis.

— System Layer: This layer is responsible for daily operation of the CMS,suc
as submitting jobs, managing user accounts and monitoringit® of Service
(QoS).

— Resource Interface Layer:This layer deals with the physical hardware. It pro-
vides interfaces and plugins to various virtualizationtabase and distributed
systems as well as other technologies, such as Xen, Amazé@nAi@azon S3,
and Nagios [12].

— Monitoring & Management Component: To ensure the reliability of each layer
in the cloud, a monitoring and management component is ted&tes, this com-
ponent allows system administrator to monitor and to itetiactivities of each
layer, in case of failures, conflicts with SLA objectivesden or over-utilized
resources.

— Security Component: To ensure the privacy, recovery, integrity and security of
user data and transactions, a security feature on all lageequired. Besides
the technical solutions, issues in areas such as regulatonpliance and data
auditing are important. Therefore, this component is atkbyessing these issues.

In this paper, we only focus on describing some componeats fheSystemand
Security layers to address different needs of students and staff. déemponents
from the Systemlayer, such agob Submni ssi on andQoS Moni t ori ng will
be discussed in Section 4, whereas$heé bbol et h component of th&ystemlayer
is explained next. Finally, the use of Amazon services, £EC2 and S3 will be
mentioned in Section 5.



3.1 Single-Sign-On using Shibboleth

To avoid multiple user managements, HFU bases their autla¢ion systems on a
Single-Sign-On (SSO) solution using Shibboleth [13]. Tinisludes access to the
CloudlIA platform, and the collaboration and e-Learningvamss, such as SCP and
CollabSoft. Therefore, Shibboleth plays a critical rolantegrating these cloud ser-
vices to existing IT infrastructure seamlessly.

Shibboleth’s main components are Identity Provider, SerRrovider and Discov-

ery Service for localization of the Identity Provider. Feateons can be build eas-
ily, where a person authenticates through his/her homeitgidtrovider and the au-

thorization information is retrieved by the Service Prariabf that home Identity

Provider.

Shibboleth can be used for accessing the CloudIA platfoime. &xample (Figure 3)

shows the sequence of calls using Shibboleth in a multintesaplication (e.g. Me-

dia Wiki). One requirement of a Shibboleth architecturehisttall Service Provider

present a valid certificate. Since the name of the instantafped dynamically, the
certificate of a instance is set at runtime. Therefore, Alalds a pool of precreated
certificates for possible Service Providers.
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Fig. 3 CloudIA and SSO

Figure 3 explains the steps until a user can use a web sef¥)dbe admin requests a
web service to start at the CloudIA platform. (2) a VM with thetalled web service
(e.g. wiki) is started, (3) the relevant Service Providettifieate is copied to the
VM (e.g. certificate SP1), (4) the Shibboleth configuratisrprocessed (e.g. URL
of the customers Identity Provider is set), and (5) the webice is started. Now a
Shibboleth enabled web service is running. Next Shibbaédtbs over and exchanges
the meta data of the Identity Provider and the Service Peovidlease notice, that
the URL of the Service Provider must be known by the IdentityvRler as “relying



party”. (7) user calls service the first time and (8) the usestauthenticate at his/her
Identity Provider, and if successful can then use the servic

3.2 Early Experiences in Building a Cloud Infrastructure

Currently, many organizations are building their own piévelouds from their exist-
ing infrastructure [3]. Our experiences and difficultiesaflding a cloud infrastruc-
ture are as followed:

— Internal IT policies: Our university has two departments which are responsible
in maintaining and managing IT resources, i.e. IT and CompBtience depart-
ments. Each department has its own PC pools, data centeseancd network.
Thus, with this separation, each department has their owwdit rules and IP
subnets. We found that this is obstructive for building audlcomputing infras-
tructure using heterogeneous resources in the univevgityater faced a problem
of running out of IP addresses, due to the dynamic creationrtafal instances
on the host PCs that belong to same subnet. As the network playitical role
in the whole concept of Cloud Computing, an organization timgnto create a
Private Cloud needs to be wary of the IT policies and prastaeployed across
internal divisions.

— Running appropriate services and applications on the Clod: Hosting a par-
ticular service or running a legacy application on the Cload be counterpro-
ductive, i.e. slowing the application down. In additionc@nsumes the whole
physical resource. Thus, preventing other VMs running ersdime resource. For
example, our university’s time table and room managemdtwace, Ti meEdi t
[14] was tested on a VM on the HP ESX server. Although the hardwpecifi-
cation meets the requirement of running several virtuataimses,Ti mreEdi t
was constantly consumed the available resource. This suseche underlying
database ofi meEdi t could not be efficiently run on a VM. Hence, it is im-
portant to monitor VM consumption periodically, and to r@source-intensive
services and applications on dedicated machines.

4 Infrastructure as a Service: Automatic creation of custonized VMs

Each semester, lab exercises and practical projects eefaidware with specific
software requirements for student projects. Fourth anth Semester students of
Business Informatics and Computer Science faculties apgined to take two prac-
tical semester projects in various topics, such as degigaid implementing new
software architectures, and evaluating new networkingrogfamming techniques.
Therefore, a big pool of project PCs (mostly state of the artitvare) needs to be
provided by the HFU's IMZ. These project PCs are used througthe duration of
the practical semester and they need to be maintained acohfigtured every six
months. This section shows that by offering these PCs as ¥dsCloudIA project
helps IMZ to improve productivity in managing various haede and software re-
qguirements needed for the students’ projects.
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4.1 VM Creation

Instead of providing bare metal machines (e.g. server asktae PCs), IMZ can
provide VMs. For example, networking exercises like rogtiabs or firewall con-
figuration, each group needs multiple PCs to complete theeimee Thus, VMs are
suitable for this purpose. However, VMs need to be createshaged and monitored
automatically. Thus a web front-end (see Figure 4(a)) iekbped, where students
of the aforementioned faculties can login and create, sukpe delete own VMSs us-
ing a wizard, according to their project demands. Per defauhaximum of 3 VMs
per student with a total CPU time of 100 hours per semestdraamaximum of 1GB
RAM for each VM is set. Unique compared to other laaS proddethe creation and
monitoring of VMs in CloudlA. Despite other systems, thabyide customers with
preconfigured virtual machine images, our approach alloseguto decide which
software should automatically get installed during the ¥Meation time.

The creation of VMs is done using minimal operating syster8)({thages (e.g. De-
bian Linux), and add software packages on demand. To rahlizapproach, a Fully
Automatic Installation (FAI) [15] service has been inclddato the CloudIA plat-
form to provide the necessary services. Figure 5 shows tldvied components of
the automatic creation of customized VMs process. The ntajgponents are at the
resource interface layer, such as DHCP (by providing IRyjrt (an interface to
manage VMSs), TFTP (for image transfer), and most imporyath FAI service (for
image creation).

The following steps describe the installation process nowcblogical order: The user
who wants to create a new VM need to access the CloudIA's laafpanent through
aweb front-end (1), as shown in Figure 4(a). Login is hantie8hibboleth (see Sec-
tion 3.1), which authenticates against HFU'’s identity eysti.e. OpenLDAP. The
web front-end provides a wizard to create new VMs. Commortuai) machine’s
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Fig. 5 Automatic VM creation architecture.

parameters like CPU, RAM size and hard disk size are askeatébdtfie user can
choose software packages from a software tree (Figure,4¢h)gh then gets auto-
matically installed on the VM. After finishing the wizard, XML description of the
new VM is created and transferred via GWT-RPC tolbé Subni ssi on module
of CloudIA (2). The module contacts a host database (3) todifnide (physical) host
for the new VM and a corresponding IP address. The host degaiets updated with
the resources needed and an individual DHCP entry for the ¥id greated on the
DHCP Server (4). Thdob Submi ssi on module forwards the XML description
of the VM to the libvirt [16] module on the (physical) targeidt (5).

According to the XML description, a VM gets created usingltheirt APIl. The new
created VM boots with network boot protocol (PXE) enabled. P network share
on the FAI server offers a Linux kernel which gets transfetcethe VM (6). The VM
boots the kernel without using its hard disk. Hardware di&iad¢akes place, the hard
disk gets partitioned, and according to the chosen softywackages, a correspond-
ing FAI class gets contacted. This starts the automatedliason of the necessary
software packages (7). To save time and network bandwid¢hsaftware packages
are downloaded from the university’s local Debian mirraratidition to the package
installation, customized scripts are executed to chang&M's root credentials, to
delete temporary log and package files, and to informlthie Subni ssi on mod-
ule about the completion of the installation (8). Afterwatde VM boots off from its
local file system and is ready for the user. Theb Subm ssi on module informs
the web front end that the VM is available (9).
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The details of the software-configuration are stored in thefiguration files on the

install server. Configuration files are shared among groalesges) of computers
which are similar. Therefore FAI does not care whether 1008 Hosts need to be
installed, aside from performance and latency effectd.HAY creates a configuration
file for every single VM unnecessary. Since an updated mofaoftware is used,

new VMs are always at actual patch level. Hence, FAIl is a bbalmethod to install

an infrastructure offered as a service with a great numb¥givs.

4.2 Advantages for the IMZ

Before using this approach, at the beginning of each senmasiiect, PCs are needed
to be assigned among project groups. Changes to the numhepjetts in each
semester make it difficult to predict on how much hardware el needed. Often
hardware requirements change throughout the project,ditathl hardware may be
needed. At the end of each semester project, PCs need tdéatedland maintained.
Maintenance of these PCs includes a functionality checkl afoanponents, secure
wiping of installed software, and new installation of difet OS.

An internal study shows that for each used project PC, tlisg®s takes up 15 min-
utes of an IMZ administrator’s time. This sums up to a considke high amount
depending on how many project PCs were used. Using Cloutd&S module op-
timizes this process to a total of 2 hours work for an admiaist for a complete
semester. Since eligible students are able to create thei¥/d/ls, no hardware needs
to be provided. Due to the restriction of CPU hours, studaredorced to use the in-
frastructure in an economic and responsible manner. Tlakles an overbooking of
existing hardware, since the maximum possible number of \¢&tsbe higher than
physical hardware exists. As a result, a better utilizatibexisting hardware.

For fixed exercises which are part of certain lectures frofferdint faculties (e.g.
routing labs), predefined VMs are provided. Thus, all attegdtudents use the same
developing environment which is also known to the lectugerors due to OS mis-
configuration on missing software components or missingnamming libraries can
also be avoided. For all other semester projects, the appuasing FAI as an auto-
matic VM creation mechanism provides the following advgeta

— Automatic management of software package dependencies.

— Up-to-date patch level of new installed systems.

— Low network load since VM images are created directly on &nget host.
— Detailed information of VM creation status (see Section}).2

4.2.1 Challenges and Monitoring

A resulting challenge of using VMs is that the infrastruetseems to be infinitely
available. While giving out physical hardware was considerery carefully, new

virtual machines are deployed less deliberately. This ppetted by the overbook-
ing feature of physical hardware. However, this approachdisadvantages as well.
Physical hardware is still limited. Therefore, a monitgricomponent is needed to
provide quick overview about physical and virtual resoar€guality of Service (QoS)
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serves as an assurance to performance characteristiadiéliral applications dur-
ing runtime. Such characteristics can be CPU load, memageuand network traf-
fic. By monitoring these QoS parameters, IMZ provides a getvel of perfor-
mance of the virtual infrastructure.

Monitoring for IMZ administrators: For monitoring the physical hosts, Nagios [12]
is used. Its configuration allows the administration to keatatl via several commu-
nication channels, e.g. via an e-mail when servers andcgsrgo into a critical stage
or a heavy load for a certain duration is recognized. Ano#terantage of Nagios
is that these hosts and services can be visualized througtbabrowser. Nagios-
Grapher [18], a plug-in for Nagios that displays the reaeidata into an online
chart, is used to provide a real time overview of the infrattire. A Simple Net-
work Management Protocol (SNMP) is used to monitor the VM#hwegards to
CPU and memory usages, and network bandwidth. SNMP uses &3bdBed net-
work protocol and therefore requires an agent to be instéfleeach VM. TheQoS
Moni t or i ng module of CloudIA acts as an SNMP master that periodicalllects
real-time information from agents and stores the data intwaitor database. This
enables IMZ administrators to monitor the existing infrasture and also shows the
utilization over a semesters time. This allows a bettersieciabout the deployability
if additional VMs are required for a project.

deb_a_test5

Fig. 6 Automatic VM Creation FAI process.

Monitoring for cloud users: Compared to many other laaS systems available on the
market, CloudlA shows the user about the progress of thaliagbon until the VM

is ready to use. For example, Amazon EC2 customers are ottinge “process-
ing” status, without any further information. Using the Fédncept for automatic
VM creation, the CloudIA system is able to present the usepeerdetailed status

of the overall installation process. A prototype GUI pietdrin Figure 6 shows the
different steps. Experiments show that an average VM ilagi@h time of 5 minutes
can be achieved depending on the amount of software whictisneebe installed
additionally on the VM.

5 Platform as a Service: Servlet Container Platform

Many programming courses at HFU require special programrenvironments for
students. The proposed PaaS is a Servlet Container Plat&&) for HFU courses,
such as middleware, Java frameworks, and web frameworkss, This platform al-
lows students to develop, to deploy and to test their owniegipdns in a servlet
container, without the need of software installation andfiguration.
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In order to reduce a high learning curve for students, coocogedinators can cre-
ate VMs using the approach described in Section 4, and coefihem. For exam-
ple, a VM image containing MySQL, Tomcat, PHP, and Apache wsetver is cre-
ated. Since VMs are running in isolation, the IMZ adminitiracan integrate SCP
easily by developing a web front-end embedded in Online hiegrAnd Training
(OLAT) [19], a web-based open source Learning Managemesite8y (LMS) used
by HFU, for authentication purposes.

After starting an instance in the SCP, students are ablestrve VMs, e.g. for 100
hours with predefined packages and software for their ceuf@eaccess these VMs,
students login to the web portal, as shown in Figure 7, usifty’sl SSO mecha-
nism. After authentication, the students are able to usdetezontainer VMs with
the following functionalities:

— Start and stop servlet container instances, since studantsnly use these in-
stances for a limited amount of time.

— Save and deletes snapshots of work. In this scenario, alsstapsers to the Tom-
cat and MySQL configuration details and data, such.asar files and database
tables.

— Start a VM based on a saved snapshot.

— Downloads of snapshots to a local hard disk. Thus, studenysneed to send
their snapshots to submit their exercise to an examiner.

By default, servlet container instances are running on Isfdvate cloud. However,
if there are not enough resource available instances camtsewced to a public
cloud, i.e. using Amazon’s small EC2 instances, as shownigarg 7. Currently,
internal IP and dynamic Amazon’s public DNS addresses aglalied in the web
portal, to allow students to access Tomcat and MySQL thrabhghwveb. However,
these addresses are no longer valid for new instances. fatthve, a DNS server will
be installed to enable the mapping of the internal IP and isym&mazon’s DNS of
a VM to public names. Therefore, students can access ttst@rioes using the same
website address throughout semester.

Once the students stop or shutdown their instances, oniy gshapshots are being
saved. The VMs and/or Amazon Machine Images (AMIs) are déltt save storage.
Therefore, these snapshots are replicated between Ama&andSour internal stor-
age. In addition, Amazon S3 stores a template AMI for thelsepontainer with the
same basic configurations as the VM hosted on HFU.

5.1 Advantages of Servlet Container Platform

By having SCP as PaaS in the cloud, students can start wookirtgeir projects,

instead of spending time on installing a webserver, Tomaodt lMySQL on their

computers. The same scenario can also be applied to a tutectarer in testing

and marking the students’ works. In addition, students ¢art a basic VM if they

misconfigure the Tomcat and/or MySQL configuration details.

The concept of SCP is similar to Google App Engine [9]. Bothvite a servlet

container. However, the major difference is the data star&pogle uses BigTable,
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Fig. 7 High level overview of running the servlet container in theuc.

whereas SCP uses MySQL. Our approach has an advantage wid@ets can pro-
gram their code with standard APIs (e.g. JDBC), instead aigbsis specific APIs.
Another advantage is that SCP can be used multiple timegddests and staff for
different purposes, such as lab modules, projects, expatsnand teaching environ-
ment. Therefore, SCP as PaaS provides a fool-proof envigEahand enhances the
e-Learning experience. In addition, SCP is easy to mairathupgrade, since soft-
ware updates and installations are needed only on the md@steMoreover, SCP
supports high availability, since VMs and data are repidain both Amazon S3 and
our internal storage.

Finally, since SCP has been included into OLAT (see sectjphMZ can support
students and staff through the use of thin clients, whiclblenthe usage of higher
computing resources without purchasing new hardware. ditiad, IMZ can charge
VMs running on Amazon to the appropriate faculties. As alte$li costs on hard-
ware purchase, hardware maintenance, and administratiohereduced.

6 Software as a Service: On-demand Collaboration SoftwareJollabSoft)

For e-Learning and lecture support, IMZ at HFU provides a\D[Online Learning
And Training). It offers a flexible online course system exgied by the versioning
system Subversion (SVN) and a XMPP based instant messagiingr Jabber). In
OLAT, it is very simple to setup collaboration environme@®rking groups) by the
user themselves. Each user can create own working groupsmianage them easily
by adding various functionalities, such as calendar, vdiym or chat.

Our experience at the HFU has shown that students adoptée ©OLAT platform
very well. OLAT is used for organizing programming exersissd storing course
materials, as a central project management platform, aadgeb-based blackboard
to share and discuss exercise solutions using wiki and fdumtions. Figure 8
shows active OLAT users over one month - consider that HFUW4A88 active stu-
dents in total, distributed over three campuses.
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6.1 The need for OLAT on-demand

Acknowledging the possibilities of the OLAT system, seVvdaaulties at the HFU
start developing special demand for this system for vergigpeasks. For example,
the faculty of Product Engineering arranges a two-week GhaSed online assess-
ment center once every semester. Web-based exercisek,tgsiis and group tasks
are hosted in a special OLAT course which is only accessislthe assessment par-
ticipants. To prohibit cheating, only this special coursastrbe available in OLAT.
After the assessment period, this OLAT installation getgdwn until the following
semester.

Another example is the HFU learning services departmenhbtiganizes an e-Learning
course with a final online exam once per semester. Thereforewn OLAT instance
needs to be provided due to the same cheating-preventioessomed earlier. Spe-
cial events, like the 20 year celebration of the faculty afiizil Media, require a col-
laboration and project management platform which can be TOLK&ing the existing
HFU-wide OLAT would imply to create user accounts for extrproject partners
as well. By providing a separate OLAT installation for thiest, HFU students and
employees work in a known environment while external partizenot automatically
get access to HFU internal OLAT courses.

It becomes clear that there is a high demand for OLAT systémsdafor a special
event, existing only for limited time. In contrast, instlbn and configuration of
an OLAT system takes a whole day done by an experienced OLAlirastrator of
the IMZ. Difficult parts include the initial connection to lFs LDAP [20] based
user directory and especially adoption of HFU’s corporasigh. Therefore, the on-
demand Collaboration Software (CollabSoft), developedhayIMZ, providing an
on-demand OLAT system installed in a VM with customized adg-

Figure 9 describes the architecture of a CollabSoft VM. Tih&ivhage contains an
Apache web server, the servlet container Tomcat with the Dédftware, a MySQL
database server, an instant messaging server, and theniegssystem Subversion.
A PHP module connects the SVN and the service GUI. There aee ttifferent
possibilities for the user management in CollabSoft:

— Direct administration is user-suited for small quantities. The OLAT administrato
uses an administrator GUI to create/delete individual aots
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Fig. 9 Collaboration Software running inside a Virtual Machine

— Lightweight Directory Access Protocol (LDAP) is a common directory service
for data management of identities. Due to the configuratidheabeginning of a
new CollabSoft instance, it is possible to integrate antexjd. DAP server of an
organization by configuration of its URI. After authenticat of the CollabSoft
administrator to the CloudIA platform and starting a Co8alt instance, the user
known by LDAP can access the instance.

— Shibboleth: If an institution is member of a federation, such as DFN-A2Z1], it
can provide Single-Sign-On (SSO) to the services of theimber. Only minor
configuration changes to the CollabSoft instance are nagesSompliance with
common rules and standards is guaranteed by the membefghgp federation.
Authentication and accesses to the respective servicedensvbe made to the
Identity Provider (IdP), the home organization. For a moetailed description
see Section 3.1.

6.2 Advantages of CollabSoft

With the CollabSoft VM image, the IMZ is now able to setup thal@Soft on the
HFU's private Cloud architecture or any other public cloudvider in a matter of
minutes, by defining essential configurations, such as anR.bBést, disk space and
a logo. The main strength of CollabSoft comes with the fuomality of OLAT. The
system is used by students for on demand lab exercises ardégrcher groups for
collaboration purposes (e.g. CMS).

HFU faculties are using CollabSoft as general project mamant software. With
CollabSoft they are using a tool which they are used and whiltbws the HFU'’s
corporate design. This optimizes the working experiencesarengthens HFU'’s col-
laboration with external partners. The latest projectgisirtCollabSoft VM is a new
HFU alumni platform.

Several German universities and established researchipagians are organized in
an “Authentication and Authorization Infrastructure” (RFAAI). While they are
physically distributed within Germany (and no centraliaegker directory exists),
members are able to login to a DFN-AAI enabled service ushigt®leth. With the
flexibility of CloudIA and CollabSoft, IMZ is able to providan IMZ wiki to share
information about common IMZ problems (every German ursitgrhas an IMZ)
and especially Shibboleth-related solutions. A DFN-AAImMier can login to the
wiki using his/her existing user name and password whick gatdated through the
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trust relation provided by Shibboleth. Since CollabSoftilsy Shibboleth-enabled, a
new DFN-AAI collaboration service an be created within apewf hours without
importing user-data from remote member-directory-sewi¢igure 10 shows a map
of all DFN-AAI members who are using the wiki.
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Fig. 10 Map of German DFN-AAI member using IMZ wiki

The following list sums up the advantages of CollabSoft:

— Fast setup time of a new collaboration/project managenrestaanment.

— Uniform environment that follows a corporate design.

— Self adminstration by the user.

— No administration of single users needed if using Shibbolenly configuration
of access level by attributes and rules.

— No additional user management necessary if used by HFU iaagaons due to
preconfigured connection to LDAP directory.

— Persistent storage of instance possible due to snapshatSafabSoft VM.
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Fig. 11 JMeter screen shot of the Test Plan Fig. 12 JMeter Test Plan with Index

6.3 CollabSoft Performance Evaluation

To evaluate the performance of CollabSoft in the HFU’s gewvdoud and its deploy-
ability to a public cloud, a performance evaluation was dan€ollabSoft virtual
machine is deployed on a single cloud host in CloudIA. Theesane is exported
to Amazon'’s public cloud. Due to RAM limitationsarge andextra large Amazon
instance were used. The hardware configuration of the hobtded in table 1.

CloudIA Amazon
‘ instance large \ extra large
no. of cores 8 2 4
CPU type (Intel(R) Xeon(R))| E5504 E5430 E5430
CPU Freq. 2.00GHz | 2.66GHz | 2.66GHz
total Mem (kB) 12330508| 7872040 | 15736360

Table 1 Hardware Configuration for the CollabSoft Experiment.
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After deployment, each CollabSoft instance has been stleasth a customized
benchmark using Apache JMeter [22]. JMeter is designediéodntively create test
plans for load test. The CollabSoft test plan pictured inrgll and figure 12 has
been used. It represents a typical usage scenario of a igedogn, search for a spe-
cific course, use the course, use a forum, up or download &tesAll interactions
have been done 1000 times with about 100 users.

The most important measurement for the user is the reqesgtnse time during
the test. Figure 13 compares this measurement betweenrdeedifferent hardware
platforms (CloudIA, Amazon Large, Amazon Extra large).dhde seen that at t2
“login” and at t8 “using demo course” the response time of@audIA instance is
slightly slower. This is an exception and can not be re-pcedu

2000
1800

1600

1400
1200
1000 : g‘ll?lgdlfr"ge
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400
200
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Fig. 13 RegResTimeAll

Overall, the experiment shows that at peak time, when thaericloud is fully uti-
lized, the CollabSoft can operate with acceptable resptinsss even in Amazon
EC2.

7 Conclusion and Future Work
The paper shows how Cloud Computing helps HFU's IT departieeimprove pe-

riodical IT tasks like the management of project PCs or lextwith a standard de-
velopment environment for programming exercises. Theapgieloud computing ar-
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chitectureCloudl A was explained and its special issue of Single-Sign-On uShilg-
boleth has been emphasized. Unique compared to other laagvrorks CloudIA is
creating VM images by choosing a base image and post imgabftware packages
selected by the user on the fly. This approach gives high flgyjlsaves disk space,
guarantees installation of newest software versions, aalles monitoring of the in-
stallation progress. The PaaS approach is supported bykeS€ontainer Platform
and mainly used for study courses at the HFU. It has beenrattdjinto HFU's e-
Learning management system with the support of Single-8ignA very successful
collaboration application CollabSoft has been adaptedatSSwith the support for
different authentication technologies. Due to its flexipilt is now possible to sup-
port demand for a collaboration platform with an on-demaaoidton which HFU
affiliates are already familiar with.

As for future work, further extensions of CloudIA's l1aaS tras are planned. First
trials showed that users often choose a very similar cordtgan. Hence it will be
more efficient to provide several templates and add indalidwftware wishes to
them. Furthermore integration of different user managesystems are developed to
support connection to existing external user directoriesd partner's LDAP server.
Thus CollabSoft could be offered to external parties as.vatlally CloudIA's mon-
itoring module needs to be extended to support efficient iQual Service (QoS)
monitoring to optimize infrastructure usability regarglito the green-it paradigm.
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